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Labels in Malware

• Key assumption in DL technique: Sufficient Training data with 
correct labels

• Incorrectly labeled Malware sample -> prevalent



Overview

• Propose MORSE (Malware classificatiOn fRom noiSy labEls)

• Analyze previous Noise Learning Solution’s limitation in the 
context of Malware 

• Noise Learning Solution tailored for Malware



Noise Learning

• Two Major Types
• #1 Use all noisy data
• #2 Use some noisy data

• Previous Works use the following 4 techniques

• Use all
• Label Sanitization
• Loss Robustification
• Noise Matrix Estimation

• Use some
• Sample Selection





Label Sanitization

• Uses all entire noisy dataset for training

• Corrects Labels to offset their negative impact

• Research show incorrectly labeled data impact loss function 
differently



Loss Robustification

• Uses the entire noisy dataset

• Incorrect labels impacts loss function differently

• Propose a new loss function robust against noisy labels



Noise Matrix Estimation

• Learn a transition matrix from entire noisy dataset

• Transition Matrix could flip incorrect prediction results made 
by the model trained on noisy training datasets.



Sample Selection

• Minimize the impact of noisy labels 
• Identify incorrectly labeled samples
• Eliminate or downplay the noisy samples from model training 

procedure



Evaluation of Existing 
Methods



Dataset

• Windows PE dataset

• Android Dataset

• How do we know noise rate?



Windows PE Dataset

• We assume the labels are 100% accurate 
(500 benign, 6174 malicious)
• Obtained from security lab
• Carefully analyzed by at least three security analyst with 5+ years of 

experience

• Generation of noisy labels
• Used VirusTotal
• Upload all executables to VirusTotal (discovered 11.38% of PE files 

provided had at least one wrong label by a vendor)
• Randomly change the label to what the vendor provided (noisy label)





Android Dataset

• VirusShare2018, 4683 benign 16706 android malware

• Difficult to check label correctness in this case

• Generation of noisy labels
• Automatically obtained noisy labels through Virus Total

• Upload to VT, correct label: majority vote between vendors

• Noisy Label: from one vendor (Ikarus)





Models to Evaluate

• SOTA, Representative Method (via citation)



Windows PE Evaluation Results



Android Evaluation Results



Hypothesis

• #1 Performance degradation is due to highly skewed dataset. 
(Locky Dnotua, both are smallest class in the dataset)

• #2 High noise rate reduces the number of clean samples 
useful for classifier training 
(Locky Dnotua have high noise rate 54%, 58.3%)



Hypothesis Test

• Synthetic Dataset form BODMAS (57293 samples 581 families)

• #1 Skewed
• Remove proportion of families obtain two dataset with different 

imbalance (20x and 100x)

• #2 High Noise Rate
• Randomly change the label for each dataset

(30% and 60%)





Malware != Images

• Highly Skewed and High Noise Rate in Malware dataset 
require different noise learning approach

• MORSE

• Semi Supervised learning method + Sample re-weighting 
Mechanism



Semi Supervised 
Learning: FixMatch

• Tailored for Image Recognition

• Partition labeled and unlabeled 
datasets

• Weakly augment (flip, shift) 
unlabeled data

• Predict labels for unlabeled data 
(pseudo labels)

• Calculate Both supervised, 
unsupervised loss

• Calculate Final Loss and update 
model’s weights



MORSE

• FixMatch -> MORSE

• Change design to suit Malware Classification (Augmentation)

• Add Sample Re-weighting 





Selecting a Label

• Assume a pretrained model (At initialization)

• Each Epoch we determine labeled and unlabeled data
• Calculate loss, top d% samples with least loss -> labeled dataset



Weak & Strong augmentation

• Mask vector                   Bernoulli distribution

• Replace features with from

• Where,       is sampled from the entire dataset 



Sample Re-Weighting
• Handle Class imbalance (weigh the loss differently depending on 
whether they belong to majority or minority class)

• Samples associated with minor class is assigned higher weight



Synthetic Dataset



PE and Android Dataset
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