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Binary Similarity

• Taking a pair of binaries and producing an output that 
represents their similarity

• Similar : Originate from the same source code

• Several practical applications (reverse engineering, 
vulnerability detection, malware clustering)

• Researchers have published a lot of papers tackling this problem



Problem!

• Field is extremely fragmented

• Unable or difficult to reproduce
• Incomplete artifacts

• Evaluation results are opaque
• Different dataset, metric, implementation



Overview

• Binary Similarity Problem
• Wide Range of Applications

• Tackled by several research communities 

• Solved?

• Measurement Study on BCSD SOTA models
• Dataset!



How is similarity measured?

• Direct vs Indirect

• Indirect
• Compare an abstracted representation of binary instead

• Fuzzy Hash, Code Embedding, Graph Embedding



How is a Function represented?



Selected Models



Candidate Models (Fuzzy Hash)

• Catalog1

• FunctionSimSearch



Dataset

• Dataset -1 
• ClamAV, Curl, Nmap, OpenSSL, Unrar, Z3, and Zlib
• Gcc, Clang (major release between 2015~2021)
• O0, O1, O2, O3, and Os
• 32/64
• x86-64, MIPS, and ARM

• Dataset – 2 (Trex)
• Binutils, Coreutils, Diffutils, Findutils, GMP, ImageMagick, Libmicrohttpd, 

LibTomCrypt, PuTTy, and SQLite
• Gcc – 7.5
• O0, O1, O2, O3
• x86, x64, ARM 32, and MIPS 32



Experiment Method

X: diff O: same Opt Compiler Bitness Arch Comp-version

XO X O O O O

XC X X O O X

XC+XB X X X O X

XA O O X X O

XA+XO X O X X O

XM X X X X X



Experiment Method

• Area Under Curve (AUC)

• Mean Reciprocal Rank (MRR)

• Recall@K



Simple Methods (Fuzzy Hash)



More Complex Methods







CodeCMR (Tencent)

• Didn’t Reimplement

• Authors of CodeCMR assisted in evaluation



Takeaways – Contribution of novel ML 
solutions
• Deep-learning models provide an effective way of learning a 
function representation

• Siamese architecture in combination with a margin based loss 
introduced significant improvements

• GNNs are effective encoders and can be used in combination 
with others



Takeaways – Role of different set of 
features
• Using basic block features (e.g. ACFG) provides better results

• Minimal difference between manually engineered features 
and simpler ones (e.g. BoW opcodes)

• Dataflow information can boost the results especially for 
large functions



Takeaways – Cross Architecture vs Single 
Architecture
• Most ML models perform similarly on all the evaluated tasks

• Training on generic task data achieves performance close to 
the best of each task

• Asm2Vec and Catalog1 are limited to comparisons to a single 
architecture



Takeaways – Future Directions

• GNN models provide best results, but there are tens of 
different variants that need to be tested

• Combining GNNs with intermediate representations and 
dataflow information must be studied

• Training strategy and loss functions have been barely 
discussed in the past and only recently explored
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